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BIOMETRIC HUMAN AUTHENTICATION SYSTEM
THROUGH SPEECH USING DEEP NEURAL NETWORKS (DNN)

Abstract. Biometrics offers more security and convenience than traditional methods of identification. Recently,
DNN has become a means of a more reliable and efficient authentication scheme. In this work, we compare two
modern teaching methods: these two methods are methods based on the Gaussian mixture model (GMM) (denoted
by the GMM i-vector) and methods based on deep neural networks (DNN) (denoted as the i-vector DNN). The
results show that the DNN system with an i-vector is superior to the GMM system with an i-vector for various
durations (from full length to 5s). DNNs have proven to be the most effective features for text-independent speaker
verification in recent studies. In this paper, a new scheme is proposed that allows using DNN when checking text
using hints in a simple and effective way. Experiments show that the proposed scheme reduces EER by 24.32%
compared with the modern method and is evaluated for its reliability using noisy data, as well as data collected in
real conditions. In addition, it is shown that the use of DNN instead of GMM for universal background modeling
leads to a decrease in EER by 15.7%.

Key words: biometrics, speaker verification, short sentences, i-vector, DNN.

1. Introduction. Biometry is the development of statistical and mathematical methods applicable to
the problems of data analysis in the biological sciences. The introduction of this technology brings new
approaches to the security of computer systems. Identification and verification are two ways to use
biometrics to authenticate a person. Biometrics refers to the use of physical or physiological, biological or
behavioral characteristics to establish a person’s identity. These characteristics are unique to each person
and remain partially unchanged during the course of a person’s life [1]. A biometric security system is
becoming a powerful tool compared to electronic security [2]. Any physiological or behavioral
characteristic of a person can be used as a biometric characteristic, provided that it has the following
properties: universality, distinctiveness, constancy, collectability, bypass, acceptability and performance
[3]. Physiological biometry is associated with body shape. Behavioral biometrics related to human
behavior. Speech is a unique biometric feature that falls into both categories [4]. Based on the application,
choosing the right biometrics is a crucial part. For example, speech is a biometric feature whose
characteristics will differ significantly if a person is affected by a cold or other emotional status. Some of
these problems can be solved using a biometric system. Although some of the features offer good
performance in terms of reliability and accuracy, none of the biometric features are 100% accurate. With
the growing global need for security, the need for reliable face recognition systems is becoming apparent.
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For applications related to the flow of confidential information, the accuracy of system authentication is
always a priority. Examples of such applications include secure access to buildings, computer systems,
laptops, cell phones and ATMs. In the absence of reliable personality recognition schemes, these systems
are vulnerable to the cunning of an impostor. The aim of this work is to develop a biometric system using
speech technologies for personal identification.

The present work is mainly devoted to the implementation of a biometric system using speech and we
use i-vector DNNs, which are usually used to recognize a speaker in a VP.

In this work, various methods are proposed for improving the speaker’s gender classification based
on the i-vector and deep neural networks (DNN) as an attribute extractor and classifier. First, a model is
proposed for generating new functions from DNN. DNN with a bottleneck layer is trained in an
uncontrolled way to calculate the initial weights between the layers, then it is trained and not controlled in
a controlled way to generate converted low frequency cepstral coefficients (T-MFCC). Secondly, the label
method of general classes is introduced among incorrectly classified classes to regularize weights in DNN.
Thirdly, DNN-based speaker models using the SDC feature set are offered. A speaker-supported model
can more effectively capture the speaker’s age and gender characteristics than a model representing a
group of speakers. Moreover, the new T-MFCC feature set is used as input to a two-system merger model.
The first system is a class model based on the GNN vector, and the second system is a speaker model
based on the DNN i-vector [5]. Using T-MFCC as input and combining the final grade with the grade
model based on the DNN vector improved the classification accuracy.

2. Human authentication system through speech. Like any other pattern recognition system, a
speech-based personality authentication system also consists of three components: (1) feature extraction,
which converts the speech waveform into a set of parameters that carry essential information about the
speaker; (2) Generating a template that generates a template representing an individual speaker from the
object’s parameters: and (3) Matching and classifying a template that compares the similarity between the
extracted objects and the previously saved template or the number of previously saved templates,
respectively providing the speaker’s identity. The speaker recognition system consists of two stages:
training and testing. At the training stage, speaker models (or patterns) are generated from speech patterns
using some selection and modeling methods. At the testing stage, feature vectors are generated from the
speech signal using the same extraction procedure as during training. Then a classification decision is
made using some matching method. Identity authentication is a binary classification task [6]. The
characteristics of the test signal are compared with the claimed speaker circuit, and a decision is made to
accept or reject the claim [7]. Depending on the operating mode, speaker recognition can be classified as
text-dependent recognition and independent text recognition. Text-dependent recognition requires that the
speaker make a speech over the same text both during training and testing, while independent text
recognition does not affect the specific text spoken. In this paper, we use the method of recognition of
text-dependent texts. In this paper, we use feature extraction methods based on (1) Mel frequency
coefficient coefficients (MFCC) obtained from Cepstral speech analysis, and (2) wavelet-octave remainder
coefficients (WOCOR) obtained from Linear Prediction (LP) residual. A time-frequency analysis of the
LP residual signal is performed to obtain WOCOR [8]. WOCORs are generated by applying a pitch-
synchronous wavelet transform to the residual signal. Experimental results show that WOCOR parameters
provide additional information to the usual MFCC functions for speaker recognition [9]. Vector
quantization (VQ) and Gaussian mixture modeling (GMM) are used to model information about a person
from these MFCC and WOCOR functions [10,11]. The modern system uses MFCC derived from speech
as feature vectors, and GMM as a modeling method.

2.1 Pretreatment. Voice activity detection (VAD) is an important step in most speech processing
applications, especially if there is background noise. The importance of VAD is that it improves
intelligibility and speech recognition. Since the speech utterances used in this work were recorded in a
public call center, the recording utterances were exposed to noise and other interference. As a result, the
VAD algorithm is needed to reduce background noises and quiet eras in utterances in order to prepare
them for identifying features. In addition, normalization of cepstral mean dispersion (CMVN) is used to
eliminate convolutional distortions and linear channel effects. CMVN can be applied globally or locally.
In this work, it is applied globally to obtain a normal distribution with zero mean and unit dispersion. The
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MFCC set is one of the most famous sets of spectral characteristics and is widely used in many speech
applications [12].

2.2 Extracting functions from speech information. Information about the dynamics is present both
in the vocal tract and in the excitation parameters. The voice path system can correspond to speech
processing in short (10-30ms) overlapping (5-15ms) windows. It is assumed that the vocal tract system is
stationary within the window and can be modeled as an all-pole filter using analysis. The most used form
of speech for feature extraction is Cepstrum. Various forms of presentation of Cepstral include complex
Cepstral coefficients (CCC), real Cepstral coefficients (RCC), Mel frequency Cepstral coefficients
(MFCC) and Linear Prediction Cepstral Coefficients (LPCC). Among them, the most commonly used
MFCC [13].

2.3 Extracting MFCC Feature Vectors. The state of the system builds a unimodal system by
analyzing speech in blocks of 10-30ms with a shift of half the block size. MFCCs are used as feature
vectors extracted from each of the blocks. MFCCs are mainly the voice path of the speaker’s information
and therefore only care about the physiological aspect of the biometric characteristics of speech. The
speech signal is obtained by convolution of the voice parameters v(n) and excitation parameters x(n)
given by equation (1). We cannot separate these parameters in the time domain. Hence we go for the
cepstral domain. Cepstral analysis is used to separate the speech path parameter v (n) and the excitation
parameters x(n) from the speech signal s(n).

s(m) = v(n) * x(n) (1

Cepstral analysis provides a fundamental convolution property used to separate the parameters of the
vocal tract and the excitation parameters. Cepstral coefficients C of length M can be obtained using
equation (3.2).

C = real(IFFT(log|FFT(s(n))])) 2)

A non-linear scale, that is, the relationship between the Mel frequency (fye;) and the physical
frequency (f H,), is used to extract spectral information from the speech signal using Cepstral analysis.

H,
firer = 2595 logso (1+772) &)

Using equation (3), we construct a spectrum with critical bands that are overlapping triangular banks,

i.e. we map the linearly spaced frequency spectrum (f H,) to the nonlinearly spaced frequency spectrum

(fmer)- In this way, we can imitate the human auditory system and, based on this concept, MFCC feature

vectors are obtained. Window control eliminates the Gibbs vibrations that occur by cutting the speech

signal. Using equation (4), Hamming window coefficients are generated with which the corresponding
frame speech is scaled.

w(n) = 5.54 — 0.46cos (Z”n) 4)

N-1

But due to working with the Hamming window, samples that are on the verge of the window are
weighed with lower values. To compensate for this, we will try to block the frame by 50%. After the
window, we calculate the logarithmic spectrum of each frame to find the energy coefficients using
equation (5).

N

Y(i) = X2_,log |S(k,m)|Hi (k %) (5)

where Hi (k %ﬂ) is the ith spectrum of the critical Mel bank, and N is the number of points used to

calculate the discrete Fourier transform (DFT). The number M of frequency coefficients Mel calculated
using discrete cosine transforms (DCT) using equation (6), which is nothing more than a real IDFT
critical-band filter that records the output energy.

N
C(n,m) = (%) 12<=i Y(k)cos (k%nn) (6)
wheren=1,2,3 ......... .. M.
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2.4 Fully connected neural network modeling. The neural network used in this work is a fully
connected neural network with a straightened linear unit [14] as an activation function. A straightened
linear unit is essentially a piecewise function that turns all negative values into 0, while positive values
remain unchanged. This practice is called one-way inhibition and makes neurons rarely activated. Its
advantage is that the preliminary preparation process can be omitted without the problem of the
disappearance of the gradient. In addition, a straightened linear unit only requires addition and
multiplication, so it is faster and more efficient than other functions such as sigmoid and tang. The basic
unit of a neural network is a neuron, and the direction of data flow in a neuron using a straightened linear
unit is shown in figure 1.

[EBITIP.THHEH
emHMHMITA b BBIXOX

Figure 1 — Schematic diagram of the data flow in a neuron

The calculation formula corresponding to figure 2:
y = BJIE(x) = max (0, x) (7)
x =b+ Xk wixy (®)

A large number of neurons form a neural network through an extensive relationship, and its structure
is shown in figure 2.

it It it it 2 - 2
BXOIHOIT Cioft CEPBITEIH CIIOH 1 CEPBITEIH CJIOH = CEpBITEIT ClIoit 3

BBIXOMHOM CIoit

>

Figure 2 — Fully connected neural network structure

As input to a neural network, the i-vector function is best suited for a linear classifier. However, for
neural networks, more hidden layers mean a weaker degree of linearity. Therefore, we use fewer hidden
layers in this work. At the same time, when there are too many network parameters and too few training
samples, it is very likely that re-equipment will occur [15,16]. Retooling means that the model has small
losses and high accuracy of forecasting training data, but large losses and low accuracy of forecasting test
data. The dropout strategy is currently an effective method of suppressing retooling. Dropout means that
when training a neural network, the values of activation of neurons change by 0 at a certain ratio v, that is,
they cancel part of the nodes of the hidden layer in accordance with the ratio v. During testing, the output
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values of the hidden nodes of the layer should be reduced to (1 — v) times, for example, if the normal
output signal is a, it should be reduced to(1 — v). Screening can be considered as a method of averaging a
model that averages estimates or forecasts from different models by a certain weight, which is also
referred to as a combination of models in some literature. In each learning process, since the nodes are
accidentally ignored, the resulting network is different and can be considered as a "new" model. In
addition, the nodes are activated randomly with a certain probability, therefore there is no guarantee that
every 2 nodes will be valid together every time, then the update of the weights no longer depends on the
joint action of the nodes with fixed relations, which prevents a situation where some functions are
effective only if there are other functions [17].

3. Experimental Results

3.1 Comparison of recognition results for GMM vector systems and DNN i-vector. In this
section, we show the mapping results for the GMM i-vector system. From table 1 we see that the proposed
mapping methods provide a significant improvement for both systems. After mapping, DNN i-vector
systems still outperform GMM i-vector systems, and the superiority of DNN i-vector systems becomes
even more significant. We also compare mapping results when adding phoneme vectors. The table shows
that the effect of adding phoneme information is more important for GMM-i-vectors, and it can achieve a
relative improvement of 10% compared to the best basic level of DNN mapping. The reason is that
DNN-i-vectors already contain some information about phonemes, while GMM-i-vectors can greatly
benefit from adding phoneme vectors. As a result, we summarize the baseline and the best mapping results
for both systems in figure 3. Curves DET (Trade Error Error Tradeo) are presented for both women and
men. The numbers show that the proposed mapping algorithms provide a significant improvement over
the baseline at all operating points.

Table 1 — Results for GMM i-vector systems and i-vector DNNs

female male
EER (Rel Imp) DCF08/DCF10 EER (Rel Imp) DCF08/DCF10

GMM i-vector

A basic level of 13,6 0,063/0,097 14,3 0,057/0,099
DNN mapping 20,27% 0,054/0,095 22,37% 0,051/0,096
DNN mapping + phoneme information 25,54% 0,053/0,094 27,90% 0,048/0,096
i-vector DNN

A basic level of 13,4 0,054/0,093 11,5 0,048/0,095
DNN mapping 26,53% 0,046/0,091 27,57% 0,038/0,089
DNN mapping + phoneme information 28,75% 0,046/0,090 29,47% 0,037/0,090
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Figure 3 — DET curves for the mapping results of GMM i-vector systems and i-vector DNNs.
The left digit corresponds to the female language, and the right one corresponds to the male language
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3.2 Database performance. In this subsection, we apply our technique to a database that contains
real audio files collected from open media channels with significant discrepancies. To generate a large
number of short statements of random duration, we first combined the dev and eval datasets, and then
selected 250 statements from a relatively clean state. We truncated each of 250 statements into several
non-overlapping short statements lasting 5 seconds, 3.5 seconds, 2.5 seconds (including both speech and
non-speech parts). As a result, 1956 statements were received. In total, we developed 664,746 tests for our
task of verifying a speaker with an arbitrary word length. For each short statement, we first lower the
sampling frequency of the audio files to a sampling frequency of 8 kHz, and then extract the i-vectors
using the previously trained DNN i-vector system. To display the i-vector, we use the most tested models
in the SRE10 data set (condition 5s) to apply to the SITW data set. The results of the EER and minDCF
estimates are shown in table 2. The table shows that the best models tested on the SRE10 dataset
generalize the SITW dataset well, which gives a relative EER improvement of 24.32% for women
speaking and 22.87% relative improvement for talking men. The results also show that the proposed
methods can be used in real conditions, such as smart home and forensic applications.

Table 2 — DNN-based mapping results for SITW using arbitrary durations of short sentences

female male
EER (Rel Imp) DCF10 EER (Rel Imp) DCF10
Custom Duration
basic level 16,35 0,079 11,9 0,084
DNN mapping (best models from SRE10) 14,2 0,076 10,8 0,081

3.3 Cartographic effects. To investigate the effect of the proposed i-vector mapping algorithms, we
first calculate the mean square Euclidean distance between the short and long pairs of the sentence i-
vector in the assessment data set before and after the mapping. The RMS Euclidean distance Dg; between
the short and long pronunciation i —vector is determined as follows:

Dy =+ TN1 (B (we(D) — wy(D)?) ©)

where w, and w; represent the i-vector of the short statement and the long statement, respectively, L is the
length of the i-vector, and N is the number of short and long pairs of the i-vector. We compare the
Dg;values for 10-second and 5-second i-vectors with short sentences, as well as the associated 10-second
and 5-second vector expressions for women and men in table 3. From the table we see that after displaying
the displayed i- short pronunciation vectors have significantly lower Dg;values compared to what they
were before the display. After displaying Dy; in state 10s less than in state 5s. In addition, we calculate and
compare the J-factor of short-pronounced i-vectors before and after the comparison in table 4, which
measures the ability to split votes. Given the i-vectors for M votes, the J-coefficient can be calculated
using equations 10-12:

1

Sw = EZ’!’=1 R; (10)
Sw = 5 ZALL (Wi — wo) (Wi — wo)T (1)
J =Tr((Sp + Sw)~'Sp) (12)

where S, is the scattering matrix inside the class, S, is the scattering matrix between classes, w; is the
average i-vector for the i-th speaker, w, the average value of all w;, and R; is the covariance matrix for the
i-th speaker (note that more high J-ratio means better separation). From table 4 we can observe that the
mapped i-vectors have significantly higher J-ratios compared to the original i-vectors with short intervals
for conditions of 5s and 10s. These results indicate that the proposed DNN-based mapping methods can
generalize well to invisible speakers and utterances and improve the ability of i-vectors to split voices.
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Table 3 — Square Euclidean distance (D;) between short and long pairs

of sentence i-vectors from SRE10 before and after display

Dy
10s 5s
original mapped original mapped
female 549,7 304,9 618,8 357,3
male 492,4 305,8 557,4 339,9
Table 4 — J-factor for short-term i-vectors before and after mapping
J-ratio
10s 5s
original mapped original mapped
female 86,39 94,81 81,85 86,91
male 88,25 91,37 81,15 86,51

4. Conclusion. In this paper, we show how the performance of GMM and DNN-based i-vector
speaker verification systems deteriorates rapidly with a decrease in the duration of evaluative statements.
This work explains and analyzes the causes of deterioration and offers several DNN-based methods for
teaching non-linear mapping of short-sentence i-vectors to their long version in order to improve the
performance of short sentence estimation. The proposed mapping method based on DNN is used to model
joint representations of i-vectors with short and long statements.

When evaluated using a dataset, mapped short i-vectors can provide a relative improvement of about
24.32% to test short sentences in inappropriate learning conditions, and also exceed the learning
conditions of an agreed PLDA using short sentences. We studied several key factors of DNN models and
conclude the following: 1) for a trained DNN model with semi-control, uncontrolled learning plays a more
important role than controlled learning in the speaker verification task; 2) by increasing the depth of neural
networks using residual blocks, we can alleviate the problem of tight optimization of deep neural networks
and get an improvement over a shallow network, especially for DNN; 3) the addition of phoneme
information can help in the study of nonlinear mapping and provide further improvement in performance,
and this effect is more significant for GMM i-vectors; 4) the proposed DNN-based mapping methods
work well for short sentences with different and mixed durations; 5) the proposed models can also
improve the GMM i-vector system and DNN i-vector, and after matching, the DNN i-vector system still
works better than the GMM-i-vector system; and 6) the best-tested models are well generalized to a
dataset and provide significant improvement for short sentences of arbitrary length.
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TEPEH HEMPOH/BIK JKEJLJIEP/I (DNN) KOJJIAHY APKBLIbI ATAMHBIH COMJIEY
AYTEHTH®UKALIMSICBIHBIH BUOMETPHSLIBIK KYNECI

AnHoTanusi. bBuomerpuka noctypii colikecTeHIIpy d/iCTepiHe KaparaH/ia Kayirci3 opi Koaiiibl O0JIbI KeeTi.
buometpust — GHONOTHSIIBIK FHUIBIMIAPAAFhI AEPEKTEP/Il TANIay MOCceeIepiHe KOIJaHbLIAThIH CTATUCTHKAIBIK JKOHE
MaTEeMaTHUKAIBIK SAICTEP/IiH AaMybl. BYJI TEXHOJOTUSHBI HI'3y KOMIBIOTEPJIIK JKYlie Kayilci3airiHe xaHa Ke3Kapac-
Tap okenesi. Uaentudukauus xoHe pacTay — JKEKe KyAliKTi pacTay YIIH OHOMETPUKaHbI KOJJAHYABIH €Ki dJici
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Oonbin caHajanpl. brHomerpuka AereHiMi3 aJaMHbBIH JKeke OachlH aHbIKTay YIIiH (H3MKalblK Hemece (usno-
JIOTHSUIBIK, OMOJIOTHSUIBIK HEMece MiHe3-KYJIBIK CHUMaTTaMayapbiH naiinananyasl oingipeni. Conrbl yakeirta DNN
CeHIMJII KOHE THIMJI ayTeHTU(HKALUS CXeMaChIHbIH KypalibiHa aifHanbl. byl skyMbIcTa Keneciieit OKbITYAbIH eKi
3aMaHayd OJICiH canbicThipambi3: ['aycc apanacy mopenine HerizgenredH omic (GMM) (GMM  i-BekTopbIMEH
OenriicHe i) JKoHe TepeH HeHPOHIBIK kemiaepre Herizaenared amictep (DNN) (i-Bextopisik DNN menoOenriieHrex).
Hotwmwxkenep i-Bextopsl 0ap DNN skylieciHid opTyp:i y3bIHABIKTapra (TONBIK Y3BIHABIFBIHAH 5 CEK ICHiH) apHaIFaH
i-Bektopbl 06ap GMM xyiiecinen jxorapel ekeHiH kepceremi. CoHrbl 3eprreynepae DNN moriHaik Toyercis
JIAYBICTApIIbl TEKCEPY/IH THIMAI (YHKIMSIAPBI €KEHMIr AdJesjeHl. Bbya »KymbicTa MOTIHII KapamalbiM KoHE
thimMai oicnied Tekcepy kesinge DNN konmaHyFa MyMKIHIIK OepeTiH jkaHa cxema YChIHbUIFaH. Toxipube kepcert-
KeHJeH, yChIHBUIFaH cxeMa EER TexHOIOrusacsiH 3aMaHayu oficiieH caibIcThipranaa 24,32%-ra ToMeHAeTe Il )KoHe
OHBIH CEHIMJIUIIr Jaysibl MOJIMETTEp[l, COHAai-aK HaKThl JKarjai/a >KMHAJIFaH JepeKTepli MNaijanaHy apKbLIbl
Oarananaznpl. ConpIMeH KaTap, ombeban ¢ouabik Monenbaey yuriH GMM opubina DNN kongany EER neHreitinig
15,7% TeMeHelTiHI KOpCEeTUIreH.

BroMeTpusUIbIK Kayinci3mik xyieci 3JIeKTPOHIBIK KayilCi3AiKIeH CalbICThIPFaH/a MBIKTHI KypaliFa aiHanmy/a
[2]. AnaMHBIH Ke3-KeareH (GU3HOJOTHSIIBIK HEMECE MiHE3-KYJIBIK CHITATTAMACHIH OMOMETPHSUIBIK CHITATTaMa PETIHIe
naiiananyra 0onazibl, 0N YIIIH Kelleciied CUMaTTachl 0OJybl KaxeT: oMOeOaNThUIbIK, EPEKIIEeNiTIK, TYPAKThUIBIK,
KHUHAKTAaJy, aifHANBIIN OTY, KAObUIIAaHY XoHE OHIMALTIK [3]. DPHU3nONOrUsIIbIK OMOMETpPHS JIeHe MillliHIMeH OaiiiaHblc-
Thl. AZJaMHBIH MiHE3-KYJIKbIHA OalIaHbICThI MiHE3-KYJIbIK Onomerpukachl. Ceiisiey — eKi caHaTKa jKaTaTblH epeKIie
OouomeTpusibIK epexinenik [4]. KocpiMina Herizinae 1ypbic 6HOMETPHUSIHBI TaHJay MaHbI3/bl 06K OOJIBII CaHAIA/IbI.
MacerneH, ceiiiey AereHiMi3 — OMOMETPHUSUIBIK CUIIAT, erep ajJaMra CybIK Hemece 0acka SMOILMOHANIbI JKaFaai acep
eTce, OHBIH CHIAaTTaMaliapbl aWTapibIKTail epekmeneneni. OCbl MaceaenepaiH KeHOipiH OMOMETPHSUIBIK JKYHEHIH
KeMeTiMeH Iienryre 60abl.

Byt sxyMbIcTa aTpUOYTTHIH 3KCTPAKTOPBI XKOHE XKIKTEYIIl PETIHJE 1-BEeKTOPIIbI )KOHE TePEH HEHPOHIBIK HKeli-
nepre (DNN) Herizfenren CrUKepAiH TeHAEPIIK KiIacCH(DUKAIMICHIH JKAKCAPTYAbIH TYPJl 9ICTEPi YCHIHBLIFAH.
bipinmigen, DNN-geH jxaHa QyHKUMsUIapabl Kypy YIIIH MoJelb yCbiHbLIa bl Thirbi3 KabaTel 6ap DNN kabatrap
apachbIHIIaFbl 0acTanKbl CaJMakKThl €cCenTey YIIiH OaKbUIaHOAWTBIH OICIIEH OKBITHLIAJbI, COJAH KeWiH OJ TOMEH
xuimikTi nentpangsl kodpduipentrepai (T-MFCC) kypy yuiiH Oakpuianajpl jxoHe OakpiianOaiabl. ExiHmmigeH,
KAaJIMbI CBIHBIITAPIbIH STHKETKAIBIK o/1ici DNN-/e canmakrap/ipl peTTey YIliH KaTe KIKTeJIreH ChIHBIITApP apachiHIa
enrizimemi. Yurinmmaed, SDC MyMKIHIIKTED KUHAFbIH MaiigaganaTteid DNN-HETi3e/reH JMHAMUK MOACIbAEP] YChI-
HbUTaAbl. JIMHAMUK KOJIAUThIH MOJIeIb CHHKEp/iH TOObIH OUIIIpETiH MOJesbre KaparaHia JMHAMHKTIH JKac yKOHE
JKBIHBICTBIK CHIIATTaMaJlapblH aHAFYPJIbIM THiMOI kepcete anansl. ConbiMen Katap, T-MFCC jkaHa JKHBIHTBIFBI €Ki
Kyiterik OipikTipy MojeliHe Kipic peTiHle KojaaHbuiaabl. bipinmii sxyiie — GNN BeKTOpbIHA HETI3[ENIeH ChIHBII-
TBIK MOJIeTIb, all eKiHu xyite — DNN i-BekTopbiHa Heri3aenreH AuHaMuKaiblk Moaenb [5]. T-MFCC enrizy xone
KOpBIThIH/IbI OaFraHbl DNN BekTOpbIHA HETi3/IeJITeH rpajalys MojieiMeH OIpIKTIpY KIKTeYiH ANIIriH XKaKcapTThl.

Tyiiin ce3nep: OnomeTprKa, 1aybICTHI TaHy, KbICKa coitneMaep, i-Bekrop, DNN.
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BUOMETPHUYECKAS CUCTEMA AYTEHTU®OUKAIINU YEJIOBEKA YEPE3 PEYHU C
HCHOJb30BAHUEM I'NTYBOKHUX HEMPOHHBIX CETEM (DNN)

AnHoTtanusi. buomerpusi npemtaraer OoJbhrylo 0€30mMacHOCTH M YHAOOCTBO, YeM TPAIMLHOHHBIE METOJBI
nAeHTH(UKALNY TMYHOCTH. buoMeTpus — 3To pa3BUTHE CTATUCTHYECKUX M MATEMaTHYECKUX METOO0B, IPUMEHUMBIX
K 33j1a4aM aHaJi3a JaHHBIX B OMOJIOTHYECKHX HaykaxX. BHeipeHWe 3TOH TEXHOJIOTMH NMPHHOCUT HOBBIE MOJXOJBI K
0€3011acCHOCTH KOMIIBIOTEPHBIX cUcTeM. M IeHTH(HKAINS 1 TIPOBEpKa — 3TO JiBa CIIOCO0a MCIIOIb30BaHNS OMOMETPHN
JUI ayTeHTH(]UKaMy YenoBeka. bUOMeTpHsi OTHOCHTCS K HCIIOJIBb30BaHUIO (M3MUYECKUX WIN (DU3HOJIIOTHYECKHX,
OMOJIOTMYECKNX WM TOBEICHYECKUX XapaKTEPHUCTHK Ul YCTAaHOBJIECHUs JIMYHOCTH 4YeloBeKa. B mocnenHee Bpems
DNN crana cpeactBoM 0Oojiee HaJeKHOH M 3QPEKTUBHOI CXeMBbl ayTeHTH(UKAIMK JINYHOCTH. B 3T0l paboTe Mbl
CpaBHHMBAEM [[Ba COBPEMEHHBIX MeToJa OOY4YEeHUs:: STHMMH JIByMs METOJaMH SBISIOTCS METOJbl, OCHOBAHHBIE Ha
Mmozenu rayccoBod cmecu (GMM) (o6o3Hauaemble -BekropoM GMM) u MeTonpl, OCHOBaHHBIE Ha TITyOOKHX
HelipoHHbIX ceTsix (DNN) (o6o3nauaemble kak i-Bekrop DNN). Pesynbrarel mokaspiBatot, uro cucrema DNN c
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-BEKTOpPOM MpeBocxoauT cucteMmy GMM ¢ i-BEeKTOPOM NpH PazINIHON JTUTEIBFHOCTH (OT MOJHOW JUIMHBI 10 SC).
DNN okazanuce Hauboiee hQGeKTUBHBIME (QYHKIMSMH Ul HE3aBUCHMOM OT TEKCTa MPOBEPKH TOBOPSILETO B
MOCJIETHUX HWCCIIeOBaHMsIX. B 3Tol paboTe mpemaraeTcsi HOBas cxema, MO3BOJISIONIAs MCMoyb30BaTh DNN mpu
MIPOBEPKE TEKCTa C MOMOIIBIO MOACKA30K MPOCTHIM U 3D (HEKTHBHBIM CITOCOOOM. DKCIEPUMEHTHI MMOKa3bIBAIOT, YTO
npempraraemasi cxema cHmkaer EER Ha 24,32% mo cpaBHEHHIO C COBPEMEHHBIM METOJOM M OIIEHMBAETCS Ha
MpeaMeT ee HaJe)KHOCTH C WCIOIh30BaHHEM 3alIyMJICHHBIX JTaHHBIX, a TAaKXKe NaHHBIX, COOPAaHHBIX B PEATbHBIX
ycnoBmsix. Kpome Toro, mokasano, uro wucmons3oBaane DNN Bmecto GMM st yHuUBEpcanbHOro (OHOBOTO
MoIenrpoBaHus mpuBoAnT K cHkeHnio EER Ha 15,7%.

Buomerpuueckasi cucrema 0€30MaCHOCTH CTAHOBUTCSI MOIIHBIM HHCTPYMEHTOM I10 CPABHEHHIO C 3JIEKTPOHHOM
6e3omacHocTeio [2]. JIrobas ¢usmonorudeckas WM TOBEACHYECKAs XapaKTEPHUCTUKA 4YeNOBEKa MOXET OBITh
UCIIONIb30BaHA B KauyecTBE OMOMETPUYECKON XapaKTepHCTHKH IMPH YCIOBUH, YTO OHA O0JANaeT CIEAYHOIUMU
CBOWCTBaMH: YHUBEPCAIBHOCTh, OTIHYUTEIBHOCTD, IOCTOSIHCTBO, COOMPAEMOCTh, 00X0/1, IPHEMIIEMOCTD U TIPOU3BO-
IUTEeIbHOCTh [3]. Pusnosornyeckass 6HOMETpHUs cBs3aHa ¢ (opmoii Tena. [loBemeHueckas OMOMETpHUsS CBsI3aHa C
MOBEJICHUEM dYeJIOBeKa. Pedup ABNAETCA YHHUKAIbHOW OMOMETPHYECKON XapaKTepUCTHUKOM, KOTOopas MoamanaeT Mo
o6e xareropum [4]. OCHOBBIBasCh Ha TPHIIOKEHWUH, BBHIOOP MPABMILHON OHMOMETPHM SBJISETCS BaXKHOW YaCThIO.
Hanpuwmep, peus - 370 6noMeTpHyecKii IPU3HAK, XapaKTEPUCTHKH KOTOPOTO OYAYT 3HAYUTEIHHO OTIMYATHCS, ECITH
Ha YeJIOBeKa BIMACT XOJIOJ WM APYrod AMOIMOHAIBHBINA cTaTyc. HekoTopeie n3 3THX MpoOIeM MOXKHO PEIINThH C
MTOMOIIIBI0 OMOMETPHYECKON CHCTEMBI.

B aroii pabote mpeziararoTcsi pasjiiuHble METOJBI YIIyUIIEHHs TeHJIEpHOI KiaccHu(UKalMu roBOPSILEro Ha
OCHOBE i-BeKTOpa M IiIyOokmx HelpoHHBIX cereil (DNN) B kauecTBe SKCTpakTOopa aTpuOyTOB M KIIaCCH(HKATOpA.
CHavana npeayiaraeTcss MOAEb s reHepann HoBbIX GyHKIwi 3 DNN. DNN co cioem y3koro mecta o0y4aercst
HEKOHTPOJIMPYEMBIM 00pa3oM Jjisl BBIYMCICHHS HAYaIbHBIX BECOB MEXIY CIOSMH, 3aT€M OHO OoOydaeTcs M He
KOHTPOJIMPYETCS KOHTPOIHPYEMBIM 00pa3oM jisl TeHEepallH MPeoOpa30BaHHBIX HU3KOYACTOTHBIX KEICTPATbHBIX
ko3 dunuentoB (T-MFCC). Bo-BTOpbIX, METOA METOK OOIIMX KIACCOB BBOAUTCS CPEAM HEMPABUIIBHO KitacCH(u-
UPOBAHHBIX KJIACCOB IS peryisipu3anuu BecoB B DNN. B-TpeTpux, mpeanaratoTcst MOAETH IWHAMHUKOB Ha Oasze
DNN, wucnonesytomue Habop ¢ynkuuit SDC. Moaenb ¢ MOANEpKKOH AMHAMUKOB MOXeT Ooiiee 3(PPEeKTHBHO
OTpakaTh BO3PACTHBIE U TeHJIEPHBIE XapaKTEPUCTUKH TOBOPSAIIETO, YeM MOJEIb, IPEACTABIISIONIAs TPYIILY TOBOPS-
nmx. bonee Toro, HOBEI Habop ¢yHkumit T-MFCC ucmonp3yercss B KaueCTBe BXOAHBIX JAaHHBIX IS IBYXCHCTEM-
HOW Monenu ciusiHus. [lepBas cuctema mpezcraBisier co00i MoJesb Kiacca, ocHoBaHHYI Ha BekTope GNN, a
BTOpasl CHCTeMa MpeACTaBIAeT cOOOW MOIenb TUHAMHKA, OCHOBaHHYIO Ha i-Bekrope DNN [5]. Mcnons3oBanue
T-MFCC B kaudecTBe BXOJHBIX JaHHBIX W OOBEIMHEHHE HTOIOBOM OILIEHKH C MOJEJBIO OLIEHKH, OCHOBAHHOI Ha
BekTope DNN, MOBBICHIIO TOYHOCTD KJIACCHU(UKAIINH.

KaoueBble ciioBa: Ouomerpusi, Bepudukaius TMKTOpa, KOPOTKUE BhICKa3biBaHUsI, BeKTop, DNN.
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